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Abstract—In natural digital images and videos, corre-
lations between color components can be observed. These
correlations can be exploited to achieve additional coding
gain in modern block-based hybrid video coding. To this
end, we propose the use of a block-wise, rotational inter-
component transform (ICT) applied to the two residual
chroma signals that result from conventional intra or
inter-picture prediction. Different ICT parameterizations
in terms of number and quantization of the rotational
angles as well as resulting components signaled in the
coded bitstream are investigated. An implementation into
the currently developed Versatile Video Coding (VVC)
reference software provides average bitrate savings of up
to 0.7% (All Intra configuration) with negligible increases
in implementation complexity and runtime. Our proposal
has been adopted into the VVC draft specification text.

Index Terms—color images, KLT, rotation, video coding.

I. INTRODUCTION

Digital images and image sequences are usually com-
posed of multiple planes, each plane representing a color
component (e. g., RGB, YCbCr). In natural image content
acquired via digital camera sensors, a signal correlation
between these planes can be observed. To increase the
coding efficiency of a picture/video compression solution
such as High Efficiency Video Coding (HEVC) [1] or the
currently developed Versatile Video Coding (VVC) [2],
those inter-component redundancies may be exploited by
reusing information from already coded components to
compress another component. For example, in case of
content featuring a YCbCr color scheme (one luma plane
and two chroma planes), a video coding tool named
“Cross-Component Linear Model” (CCLM) [4] increases
coding efficiency by allowing for intra-frame chroma
prediction to be derived from the already reconstructed
luma signal using a linear model.

Apart from reusing one color plane to code another,
we explored techniques to further increase the coding
efficiency by jointly processing signals from two or more
color components in a manner that is separated from
the quantization stage present in codecs like HEVC or

VVC. Specifically, a switchable inter-component trans-
form (ICT) method was developed which can be applied
to multi-component residual signals in addition to a con-
ventional (intra-component) spatial transform. In other
words, separable 3D transformation is applied to multi-
component residual block signals in order to achieve not
only spatial but also inter-component energy compaction.

Apart from presenting the basic concept of ICT along
with its underlying principles, we present three specific
implementation variants and illustrate how these affect
the coding efficiency in state-of-the-art video coding.

This paper is structured as follows. Section II presents
popular conventional methods to exploit inter-component
redundancies. After that, our ICT approach is motivated
in Section III and introduced in Section IV. Furthermore,
Section V gives an overview of the implementation of
ICT into a state-of-the-art video codec (VVC draft 4
[2]) and of experimental results regarding the impact on
coding efficiency. The paper is concluded in Section VI.

II. RELATED WORK

A. Residual Color Transform (RCT)

In order to benefit from color space conversions (to
YCbCr, for example) to improve coding efficiency while
coding RGB material without color-converting the whole
video sequence, block based “Residual Color Transform”
(RCT) was proposed [3]. The residual signals rR, rG
and rB that result from intra or inter-frame predictions
in RGB color space are transformed into signals rC1,
rC2 and rC3 with rC1
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At the encoder, the transform is applied before quanti-
zation while at the decoder, the inverse conversion is ap-
plied after dequantization. This process improves coding
efficiency significantly due to signal energy compaction
across the color components.
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B. Cross-Component Linear Model (CCLM)

A common approach for exploiting inter-component
correlations in YCbCr images or videos is the chroma
prediction technique “Cross-Component Linear Model”
(CCLM) [4]. Here, a (subsampled) version of the already
reconstructed luma block signal o′Y is adapted with use
of a linear model and used to predict a chroma signal.
Specifically, the prediction signal pCi for a chroma
component Ci is generated with pCi = α · o′Y + β.
The model parameters α and β are derived, at both the
encoder and decoder side, using linear regression applied
to the already reconstructed, neighboring samples of the
color components involved. Hence, the model parameters
do not need to be signaled explicitly in the bitstream.

C. Cross-Component Prediction (CCP)

Another example for inter-component residual coding
is so-called “ Cross-Component Prediction” (CCP) [5].
In case of YCbCr, the (subsampled) dequantized luma
residual signal r′L is used to modify a dequantized
chroma residual r′C to form the final chroma residual
signal rC with rC = r′C+2−(p−1)·r′L while the parameter
p is signaled in the bitstream.

As an extension to CCP [6] the residual of the first
(main) chroma component rCM is used to modify the
residual signal of the second (remaining) chroma com-
ponent rCR by means of weighted subtraction r′CR =
rCR−α ·rCM with the weighting parameter α, which is
chosen by the encoder and signaled in the data bitstream.
This way the modified residual signal can be coded more
efficiently.

III. MOTIVATION

The basic concept of modern, lossy video coding is
to predict an image block and represent the prediction
residual signal in the most efficient way. Specifically, the
goal is to generate residual signals with the best possible
tradeoff between bitrate and distortion. To this end,
different measures to reduce signal correlation which
allow for more efficient residual coding may be taken.

Digital, natural image signals typically contain a
significant amount of correlation, including inter-
component correlation. For example, strong block based
correlations between the unquantized residual signals
rCb and rCr can be observed in Fig. 1 which illustrates
the distribution of the transform unit block (TU) corre-
lation coefficient cCbCr across TUs given with

cCbCr :=

∑
n(rCb,n − rCb)(rCr,n − rCr)√∑

n(rCb,n − rCb)2 ·
∑

n(rCr,n − rCr)2
.

Fig. 1. Histograms of correlation coefficient cCbCr for unquantized
residual signals. The coefficient is measured for every nonzero Cb/Cr
TU the VVC encoder (VTM 4.0.1, quantization parameter 32) chose
for the first frame. Video sequence ParkRunning3 (left) and Campfire.

Where rCb,n and rCr,n denote the unquantized residual
samples within one TU at sample position n while their
corresponding arithmetic mean values are given with rCb
and rCr.

Patterns of this kind may be exploited to increase
coding efficiency by applying a rotational transform (il-
lustrated in Fig. 2) with an angle α so that a compaction
of signal energy between both components is achieved.
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Fig. 2. Illustration of rotational transform with angle α.

IV. PROPOSED APPROACH

For the purpose of this paper, the proposed techniques
are applied to the two chroma components of images
and image sequences in YCbCr color space. However,
the concept of ICT can easily be applied to any number
of components, for example to all three components
contained in RGB.

A. ICT in the coding process

The process of block based hybrid video coding (e. g.,
HEVC) includes several processing stages to code a
block. Typically, picture blocks are reconstructed by
combining quantized residual signals with prediction
signals. Often it is favorable for the coding efficiency



3

Cb/Cr	original

Forward
Spatial

Transform
Forward	ICT

Subtract
Intra/Inter
Prediction

Quantize

Cb/Cr			

	reconstructed

Inverse
Spatial

Transform
Inverse	ICT

Add
Intra/Inter
Prediction

Dequantize

Encoder

Decoder

Fig. 3. Location of ICT in predictive image or video coding systems.

that a spatial transform (e. g., 2D-DCT) is applied to
a residual block as this process may result in signal
energy compaction. This holds advantages with regards
to quantization and entropy-coding of the residual sig-
nal, typically resulting in further increase of coding
efficiency. However, spatial transforms can redistribute
signal energy only within a single color component.

In comparison, with the introduction of ICT, cor-
relations can be exploited further by adding another
one-dimensional transformation stage applied along a
third axis, the color components. In essence, multi-
component spatial transform stages followed (or pre-
ceded) by an inter-component transform (ICT) stage can
be understood as conjunctively forming a separable 3D-
transformation, as illustrated in Figs. 3 and 4.

spatial
Transform

ICT

Cb'	Coefficients

spatial
TransformCr'	Coefficients

Cb	Residual

Cr	Residual

Transform stage

Fig. 4. Illustration of proposed complete multi-dimensional inverse
transformation process along spatial and inter-component axis.

It is to be noted, that ICT is an additional and optional
processing step during coding of a TU which is signaled
in the bitstream. ICT can be inserted into an existing
otherwise unmodified coding scheme, as long as it allows
for joint processing of the corresponding residual signals.

B. Forward and inverse rotational transform

In order to exploit correlations between a pair of
2D signals ~r(x, y) = (rCb(x, y), rCr(x, y)) at sample
position (x, y) (i. e., the Cb and Cr components of
a picture block) a rotational transformation yielding
~rα(x, y) = Tα ·~r(x, y) with the rotation angle α may be

applied in order to rotate more signal energy towards a
single axis. This approach is well known from principal
component analysis (PCA) [7] and discrete Karhunen-
Loève transformation (KLT) used, e. g., in two-channel
audio coding [8]. A possible energy-invariant transfor-
mation Tα could be given by the rotation

Tα =

(
cos(α) sin(α)
−sin(α) cos(α)

)
.

Hence, applying ICT to two chroma residual signals
rCb and rCr results in the transformed signals rC1, rC2

which are then processed further (e. g., by conventional
single-component spatial transformation) and transmitted(

rC1

rC2

)
= Tα ·

(
rCb
rCr

)
.

During reconstruction, the (likely quantized) residual
signals r′Cb and r′Cr can be recovered by applying an
inverse inter-component transform T−1α ( in case of
energy-invariant transform: T−1α = T−α, rotation with
inverse angle) with(

r′Cb
r′Cr

)
= T−1α ·

(
rC1

rC2

)
.

It is to be noted that in case of an angle α = π
4 , the

Tα matrix corresponds to a basic Hadamard transform

Tπ/4 =
1√
2

(
1 1
−1 1

)
.

C. Coding of residuals and ICT parameters

State-of-the-art video codecs like HEVC or VVC
feature a residual coding stage where (transformed and
quantized) residual signals are efficiently coded by using
Context-Based Adaptive Binary Arithmetic Coding [10].
As the output of the ICT is of the same shape as its input
(two 2D coefficient blocks of the same size), the residual
coding engine is per se invariant to the application of
ICT. In fact, in our approach neither the binarization nor
the selection of context models is affected by whether
the residual signals are processed by the ICT. Therefore,
apart from signaling the ICT configuration, as described
below, the bitstream syntax is not altered.

The encoder determines, on a coding-block basis, the
“best” ICT parameter (angle α for least-squares optimal
rotation minimizing rC2) to apply for joint-chroma cod-
ing from a set of available rotation angles. In order to
(implicitly) signal these selections of α to the decoder,
we employ the component-wise coded block flag (CBF)
available in HEVC and VVC which, for the given color
component, indicates whether a non-zero residual block
signal is coded in the bitstream (CBF = 1). If the CBFs



4

TABLE I
ALLOWED VALUES OF α AND ASSOCIATED PCA ROTATION MATRIX
WEIGHTS FOR INVERSE ICT IN FIXED-POINT IMPLEMENTATIONS.

Angular mode –3 –2 –1 1 2 3

Value of α – π
2.838 –π4 – π

6.776
π

6.776
π
4

π
2.838

Matrix weights 1
2 1 1 1 1 1

2 1 – 1
2 1 –1 1

2 –1
(scaled T−1

α ) –1 1
2 –1 1 – 1

2 1 1
2 1 1 1 1 1

2

for both components (here, Cb and Cr) are equal to zero,
the inverse ICT is disabled since it is not required at the
decoder side. The remaining three possible combinations
of CBFCb and CBFCr each indicate one particular value
of α for the given block and trigger the signaling of an
additional one-bit, arithmetically coded flag f per block
specifying whether the ICT is actually enabled (f = 1).
Furthermore, we investigated implementations of the ICT
that omit the second resulting component rC2 of a given
block (which has been decreased in variance by the ICT)
by setting it to zero (CBF = 0).

D. ICT variants with different angle and channel count

With the explicit signaling of the ICT activation via f
and the implicit signaling of the rotation angles α using
the two chroma CBFs, we constructed three specific ICT
variants for implementation and evaluation.

1) ICT method 1: represents, in terms of parametriza-
tion, the most constrained (but also algorithmically least
complex) ICT variant investigated. It allows the selection
of only a single, fixed rotation angle α = −π

4 along
with signaling of flag f when the CBFs for both chroma
components Cb and Cr equal 1 in the given block. Also,
rC2 = 0 is enforced to realize an intensity coding mode
as in [8], which results in only one of two possible chro-
ma channels being coded when ICT is enabled.

2) ICT method 2: extends method 1 by allowing the
ICT encoder to choose, for each block, from two further
angular magnitudes as well as an arbitrary angular sign,
for a total of 6 angles as tabulated in Table I. For each
block, the encoder selects the optimal (in terms of signal
decorrelation) α and, if ICT coding with this α provides
a lower cost than coding without ICT, sets f = 1.

3) ICT method 3: extends method 2 by removing the
rC2 = 0 restriction when the CBFs for both Cb and Cr

are equal to 1. This results in a maximally unconstrained
(but also somewhat more complex) ICT variant featuring
6 angles and up to 2 signals rC1 and rC2.

V. EXPERIMENTAL RESULTS

Fixed-point realizations of the ICT methods described
in Section IV were implemented into VTM 4.0.1, the (as

of this writing) latest version of the reference encoding
and decoding software developed as part of the currently
standardized Versatile Video Coding (VVC) specification
[2], [9]. To limit the implementation complexity partic-
ularly in hardware, only integer additions, subtractions,
and multiplications were used, and divisions were re-
placed by right-shifts (equaling power-of-two divisions
as suggested in Table I). To this end, Tα was multiplied
by, and T−1α divided by, max(|cos(α)|, |sin(α)|), and the
chroma quantization step-size and Lagrange multiplier
were adjusted accordingly. For ICT methods 2 and 3, the
magnitude of each block rotation angle was transmitted
on a transform unit (TU) basis, while the overall sign of
the rotation angles was conveyed only once per picture.

The effect of the ICT design on the coding efficiency
of the VVC software was evaluated on medium and high-
resolution 4:2:0 coded natural videos using Bjøntegaard
delta-rate (BD-rate) calculations [11] relative to the VTM
anchor configuration without activated ICT. The video
selection, frame count, and basic encoder setup followed
the JVET common test conditions for standard dynamic
range (SDR) input [12]. To ease comparisons, the relative
luma-chroma bit-allocation for each ICT extended VTM
version under test was adjusted, by varying the encoder’s
respective Lagrange parameter, to produce similar mean
chroma BD-rate results. This allows for any difference in
coding efficiency between the three methods to be easily
observable in the luma BD-rate results.

Tables II, III, and IV show the video-class-wise BD-
rate values for the respective ICT method when activated
in the context of VTM 4.0.1. It can be seen that,
overall, a coding gain is achieved by all ICT variants
for both All-Intra (AI, no inter-picture prediction, GOP
size 1) and Random-Access (RA, intra and inter-picture
prediction, GOP size 16) configurations [12]. The coding
gains for AI are roughly 50% higher than those for RA
since, due to the lack of efficient inter-picture prediction,
fewer residual block signals are quantized to zero in the
former. Using only one fixed rotation angle α = −π

4 , no
overall sign transmission, and downmixing into only one
channel, ICT method 1 already achieves about 0.4% BD-
rate reduction with only 1–3% encoder runtime increase.
ICT method 2, with its 6 angles −π

2 < |α| <
π
2 to choose

from and picture-wise sign transmission, yields another
0.2–0.25% in coding efficiency at the same runtime and
decoder complexity. ICT method 3, allowing up to two
coded chroma channels, lowers the BD-rate further by
roughly 0.05% at the cost of slightly higher encoding
runtimes. Overall, coding gains of about 0.7% in AI and
0.5% in RA are possible in VTM4. More detailed results,
including data for low-delay configurations, are provided
in [13] (method 1) and [14] (methods 2 and 3).
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TABLE II
BD-RATE RESULTS FOR ICT METHOD 1 (ONE ANGLE, ONE CHAN-

NEL). TOP: ALL INTRA (AI), BOTTOM: RANDOM ACCESS (RA).

SDR, AI Y (Luma) U (Cb) V (Cr) Enc.T. Dec.T.
Class A1 –0.38% –0.04% 0.98% 103% 101%
Class A2 –0.79% –1.17% 0.77% 105% 101%
Class B –0.25% –0.21% –2.17% 102% 101%
Class C –0.28% –1.26% –3.15% 103% 99%
Class E –0.28% 0.26% –3.08% 102% 99%
Overall –0.38% –0.49% –1.52% 103% 100%

SDR, RA Y (Luma) U (Cb) V (Cr) Enc.T. Dec.T.
Class A1 –0.44% –0.85% 1.55% 101% 99%
Class A2 –0.38% –2.51% 0.31% 101% 101%
Class B –0.16% –0.30% –2.03% 101% 101%
Class C –0.17% –0.13% –2.31% 101% 99%
Overall –0.26% –0.81% –0.92% 101% 100%

Further studies revealed that ICT rotations are enabled
in roughly 50% of all coded chroma blocks and that BD-
rate gains of up to 3.7% are achieved (AI, ParkRunning3
sequence, class A2). These observations confirm the ben-
efit of jointly coding image and video color components.
Method 2 has been adopted into the VVC draft standard.

VI. CONCLUSION

We proposed the joint coding of residual chroma sig-
nals in modern hybrid image and video codecs, using ro-
tational inter-component transformation, to achieve fur-
ther signal compaction and, thereby, address remaining
color-channel correlation often found in natural picture
content. The approach was shown to provide up to 0.7%
BD-rate reduction on average in the context of the new
VVC standard [2]. Extensions to 4:4:4 color sampling
and RGB coding are topics considered for future study.

TABLE III
BD-RATE RESULTS FOR ICT METHOD 2 (6 ANGLES, SINGLE CHAN-

NEL). TOP: ALL INTRA (AI), BOTTOM: RANDOM ACCESS (RA).

SDR, AI Y (Luma) U (Cb) V (Cr) Enc.T. Dec.T.
Class A1 –0.73% 0.14% 2.34% 103% 100%
Class A2 –1.37% –1.79% 1.48% 106% 100%
Class B –0.40% 0.21% –1.44% 102% 100%
Class C –0.41% –1.73% –2.63% 104% 100%
Class E –0.37% –1.60% –3.83% 101% 101%
Overall –0.62% –0.87% –0.98% 103% 100%

SDR, RA Y (Luma) U (Cb) V (Cr) Enc.T. Dec.T.
Class A1 –0.62% –2.73% 1.58% 101% 101%
Class A2 –0.85% –4.01% 1.17% 101% 100%
Class B –0.21% –0.46% –2.16% 100% 99%
Class C –0.27% –1.12% –2.64% 100% 100%
Overall –0.43% –1.80% –0.87% 100% 100%

TABLE IV
BD-RATE RESULTS FOR ICT METHOD 3 (6 ANGLES, 1 OR 2 CHAN-

NELS). TOP: ALL INTRA (AI), BOTTOM: RANDOM ACCESS (RA).

SDR, AI Y (Luma) U (Cb) V (Cr) Enc.T. Dec.T.
Class A1 –0.71% –0.40% 2.21% 106% 101%
Class A2 –1.71% –1.88% 1.22% 110% 98%
Class B –0.41% 0.43% –1.39% 105% 98%
Class C –0.44% –1.22% –2.55% 107% 99%
Class E –0.39% –1.12% –3.66% 103% 97%
Overall –0.68% –0.72% –0.99% 106% 98%

SDR, RA Y (Luma) U (Cb) V (Cr) Enc.T. Dec.T.
Class A1 –0.61% –3.17% 1.84% 103% 99%
Class A2 –0.99% –4.10% 0.84% 103% 100%
Class B –0.22% –0.12% –2.18% 101% 99%
Class C –0.24% –0.26% –2.41% 102% 102%
Overall –0.46% –1.56% –0.83% 102% 100%
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